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Abstract — Significant advances have been made in recent years in the development of new and improved thermoluminescent
(TL) materials for applications in personnel and environmental dosimetry. One of the most promising new TL materials is
LiF:Mg,Cu,P. This paper provides an up-to-date review of the main dosimetric properties of LiF:Mg,Cu,P, emphasising recent
improvements in the preparation of this material. An attempt is made to focus on the TL characteristics that are particularly
useful for personnel monitoring, although most are relevant to environmental dosimetry as well. Advantages of LiF:Mg,Cu,P
include high sensitivity as compared to LiF:Mg,Ti, almost flat photon energy response, low fading rate and linear dose response.
The lack of supralinearity at higher dose levels is particularly useful for accident dosimetry, and eliminates the source of error
usually associated with the application of supralinearity corrections. The main drawbacks are still the relatively high residual
signal and the loss of sensitivity for high readout temperatures. This does not limit the usefulness of LiF:Mg,Cu,P for low
dose levels typical to personnel or environmental dosimetry, but may be a limiting factor for high dose applications such as
clinical dosimetry.

INTRODUCTION

The idea of developing a high sensitivity thermolumi-
nescence (TL) material by doping LiF crystals with Mg,
Cu and P impurities, was first proposed by Nakajima
et al in 1978(1). The sensitivity of this new TL material
was more than 20 times higher as compared to
LiF:Mg,Ti (TLD–100), but it was reported to lose its
high sensitivity after only one use(2,3). In 1984 Wu
et al(2) demonstrated that it is possible to prepare high
sensitivity LiF:Mg,Cu,P [in short LiF(MCP)] that main-
tains its high sensitivity during repeated re-use cycles.
Initial characterisation(3) of this new preparation has
shown promising dosimetric properties and demon-
strated that the material can be re-used with little loss
of sensitivity (less than 5% following eight uses).
LiF(MCP) is now available commercially in several
forms, for example, GR–200 (Beijing Radiation Detec-
tor Works, People’s Republic of China), MCP-N (Henry
Niewodniczanski Institute of Nuclear Physics, Poland)
and the recently developed new Harshaw TLD
materials, TLD-100H, 600H and 700H (Bicron/NE,
USA). The TL characteristics of LiF(MCP) that are
particularly useful for radiation dosimetry include high
sensitivity as compared to LiF:Mg,Ti, almost flat photon
energy response, low fading rate and linear dose
response. As a result, this material has attracted the
attention of both basic scientists who study the physical
mechanism involved in the TL process, and dosimetry
practitioners who use it in various radiation monitoring
applications. This article presents an up-to-date review
of the main dosimetric properties of LiF(MCP), empha-
sising recent improvements in the preparation of this
material. An attempt is made to focus on the TL charac-
teristics that are particularly useful for personnel moni-

toring, although most are relevant to environmental
dosimetry as well. The full potential of this new material
still needs to be explored, and based on current knowl-
edge, the better applications of LiF(MCP) to radiation
dosimetry are yet to come.

GLOW CURVE

The glow curve of LiF(MCP) consists of several
overlapping glow peaks. The main peak at approxi-
mately 220°C, known as Peak 4, is the one used for
dosimetry applications (the ‘dosimetric peak’). The rest
of the glow curve consists of a low temperature part in
the range of approximately 70–160°C (Peaks 1, 2 and
3), and a high temperature peak at approximately 300°C
(Peak 5). There is evidence that the glow curve of this
material is even more complicated, where Peaks 4 and
5 are each composed of two overlapping peaks(4,5).

The thermoluminescence mechanism in LiF(MCP) is
currently not well understood, and the reason for the
choice of this specific set of impurities (Mg, Cu, P) is
not clear. Optical absorption measurements of irradiated
LiF(MCP) suggest that absorption in the range of 300–
400 nm is associated to Mg-related defects, and these
defects are responsible for the TL emission at approxi-
mately 200°C (Peak 4)(6). Recently, Bilskiet al(7) con-
ducted a systematic study to determine the influence of
the different impurities and their concentrations on the
dosimetric characteristics of LiF(MCP). They made sev-
eral observations that may shed some light on the effect
of the different impurities on the TL properties of this
material. These include: (1) the height of Peak 4
depends on the concentration of Cu and Mg, showing a
clear maximum; (2) the intensity of the high temperature
peaks increases with increasing Mg and decreases with
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increasing Cu concentration; (3) the dependence of the
height of Peak 4 on the concentration of P behaves like
a step function, increasing rapidly above a certain thres-
hold value (0.15 mol%); and (4) the optimum concen-
tration of dopants is in the following range: Mg<
0.2 mol%, P5 1.0 2 3.0 mol%, and Cu5 0.02 2
0.05 mol%. Although the work by Bilskiet al is a big
step in the right direction, further studies are certainly
needed to understand, and perhaps even control the dos-
imetric properties of this important material.

GENERAL DOSIMETRIC CHARACTERISTICS

The dosimetric characteristics of LiF(MCP) are dis-
cussed in detail in Reference 4. In this section a brief
summary is provided of the main TL properties that are
important to personnel monitoring. The high sensitivity,
combined with its tissue equivalence, is the main advan-
tage of this material in personnel dosimetry appli-
cations. The sensitivity of LiF(MCP) is approximately
25 times higher as compared to LiF:Mg,Ti (TLD-100).
It is important to note, however, that the measured sen-
sitivity depends not only on the TL properties of the
material itself, but also on the spectral response of the
light detection system. Both LiF(MCP) and LiF:Mg,Ti
have the same effective atomic number (8.2), and could
therefore be expected to have a similar photon energy
response. In reality, however, the photon energy depen-
dence of LiF(MCP) is considerably different as com-
pared to LiF:Mg,Ti. For example, if the photon energy
response is expressed in terms of TL signal per unit of
exposure as a function of energy, the over-response of
LiF:Mg,Ti at 30 keV is approximately 35% (relative to
662 keV) as compared to only 6% for LiF(MCP)(8). This
discrepancy can be explained as a microdosimetric ion-
isation density effect(9). The decreased TL efficiency of
LiF:Mg,Cu,P at the lower photon energies is a result of
local saturation (decrease) of the TL efficiency in micro-
scopic volumes along the tracks of the secondary elec-
trons. This local microdosimetric saturation, in turn, is
a result of the lack of supralinearity and early saturation
in the dose response curve of LiF(MCP). The dose
response curve of LiF(MCP) is linear–sub-linear rather
than linear–supralinear–sub-linear. The lack of suprali-
nearity is a particular advantage in accident personnel
dosimetry where the dose levels can exceed 1 Gy, reach-
ing the supralinear region of LiF;Mg,Ti. The linearity
range extends from 1mGy up to 10 Gy where sub-lin-
earity starts.

The sensitivity and glow curve shape are both depen-
dent on the maximum readout temperature, and the pre-
irradiation annealing parameters. Short low temperature
annealing or ‘pre-heat’ of 165°C for 10 s prior to read-
out is capable of removing most of the low temperature
peaks. As a result, there is no measurable fading for this
material up to at least two months at room temperature.
High temperature annealing of 400°C (as used in
LiF:Mg,Ti) results in irreversible elimination of the

main dosimetric peak and causes some increase in the
high temperature peaks of LiF(MCP). This permanent
loss of sensitivity resulted in the recommendation,
which has been widely accepted, of a pre-irradiation
anneal of this material at 240°C for 10 min (standard
annealing) and to limit the readout temperature to a
maximum in the range 240°C to 260°C. The maximum
readout temperature of 240°C, coupled with the pres-
ence of TL glow peaks at temperatures higher than
260°C, has the potential of creating a residual TL prob-
lem. Single readout at temperatures below 260°C is not
capable of removing the residual signal following high
dose levels, and multiple readout cycles or ‘clearings’
are required (for more information, see last section).
This is still the main drawback of LiF(MCP), although
it does not limit the usefulness of this material for low
dose levels typical of personnel or environmental
dosimetry, but may be a limiting factor for higher dose
applications such as accident or clinical dosimetry.

A PERSONNEL DOSIMETRY SYSTEM BASED
ON LiF:Mg,Cu,P

A new type of high sensitivity LiF(MCP) TL chip
was recently introduced by Bicron/NE (Harshaw)(8,10)

in the form of pressed pellets (3.6 mm in diameter and
thickness of 0.4 mm). Similar to LiF:Mg,Ti, this
material is available with different thermal neutron sen-
sitivities depending on the concentrations of6Li, i.e.
7.5%, 95.6% and 0.07% corresponding to TLD-100H,
600H and 700H respectively. For use in personnel
dosimetry, the TLD pellets are encapsulated in thin FEP
coated film and mounted in a standard Harshaw alu-
minium substrate to form a TLD card. As described in
the previous section, the TL response of this material
is extremely sensitive to the readout temperature. Good
control of the temperature during the processing of
LiF(MCP) is therefore critical to successful practical
application in personnel dosimetry. A reader capable of
precise control of the heating regime is an essential
component of any LiF(MCP) based TLD system. In this
section such a reader is described: it uses a linear gas
heating technique which combines the advantages of
non-contact gas heating and linear ohmic heating(11).
The TLD badge design and the associated calibration
and dose algorithm are also presented here.

The reader incorporates a linear time–temperature
controlled hot gas heating technique. There are currently
several commercially available TLD readers that are
based on this heating technique, including the Harshaw
Models 8800, 6600, 5500 and 4500 readers. This heat-
ing method has been in routine use for more than 10
years using LiF:Mg,Ti based dosemeters. It combines
some of the advantages of other commonly used heating
techniques, such as contact ohmic heating, constant tem-
perature hot gas, and optical heating. The traditional
advantage of ohmic heating is its direct and program-
mable temperature control, that enables reproducible
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and flexible control over heating times, rates and tem-
peratures in all portions of the readout cycle. There is
some high temperature infrared signal, but it is predict-
able and can be easily subtracted. Ohmic heating is also
capable of handling large mass dosemeters, enabling
good low dose performance. However, the contact of
the hot finger used to heat the dosemeter limits its useful
life. The hot finger pressure must be checked and
adjusted periodically to ensure proper thermal contact
in order to eliminate incomplete readout if the pressure
is too low or damage to the dosemeter if it is too high.
In the optical heating method, the readout cycle is fast,
however there are dosemetric limitations. The TL
elements must be thin and small, resulting in reduced
sensitivity. Furthermore, the control of the temperature
is difficult, and linear heating is not practical. A third
technique, constant temperature hot gas, combines some
advantages of the above heating methods; however, the
temperature increase as a function of time is not linear.
This results in uncontrolled and unpredictable glow
curve shape. It is believed that controlled temperature
hot gas heating is the preferred method for use with
LiF(MCP) since it combines all the advantages of the
above systems. The heating profile is linear and directly
controllable through closed loop feedback to an oper-
ator-specified temperature, time, and heating rate. There
is no mechanical contact with the dosemeter to limit
its life, and there are no moving parts in the heating
mechanism to wear out or be adjusted. The heating of
the dosemeter is reproducible and efficient for both thick
and thin TL elements.

The reader can use either nitrogen or air for heating
the TL elements. The gas enters the system through one,
two or four (depending on the specific system design)
flow controls and flow meters to ensure proper flow and
pressure. Solenoid valves are incorporated to eliminate
gas flow to those TL elements which are not to be read.
The gas is heated as it flows through electrical resistance
heating tubes and is applied to the TL elements through
nozzles located close (3 mm) to the TL element encap-
sulation material. The heating tubes are made of high
alloy stainless steel for corrosion resistance, and have
thin walls and low thermal mass to enable fast tempera-
ture response. Heating rates may be in the range of 1
to 50°C.s21. The temperature is sensed by individual
thermocouples across the end of each nozzle and is sent
to a heater control board which compares the measured
temperature with that called for by the user defined heat-
ing profile (temperature as a function of time). It then
adjusts the current in the heating tubes to maintain the
temperature of the gas within61°C of the specified
level. If gas pressure drops below a pre-established
value, or if the temperature fails to follow the required
heating profile, a controlled shutdown is executed at the
end of the read cycle. This closed loop cycle ensures a
high degree of accuracy and repeatability of the heating
profile, critical to successful application of LiF(MCP)
to dosimetry. The TL emitted light is measured using

several photomultiplier tubes (PMT) that are thermo-
electrically cooled to 12°C. The PMT signal is accumu-
lated via the charge integration technique.

The TLD system consists of a reader and a set of
multi-element dosemeters. The dosemeter is composed
of two parts: a TLD card and a holder. The TLD card
consists of four LiF(MCP) pellets (TL elements), each
of them mounted between two FEP coated films on an
aluminium substrate. The holder covers each TL
element with its own unique filter, providing different
radiation absorption thickness to allow estimation of the
various dose components including the shallow, deep,
and eye dose. When all the TL elements are TLD-700H,
the dosemeter is capable of measuring only photon–beta
fields. Replacing one of the elements with TLD-600H
enables albedo neutron dosimetry as well. There are
four filters in the holder of this dosemeter (the Harshaw
type 8825): (1) a combination of 242 mg.cm22 plastic
and 91 mg.cm22 Copper; (2) 1000 mg.cm22 plastic; (3)
an open window (17 mg.cm22); and (4) a combination
of 242 mg.cm22 plastic and 240 mg.cm22 Sn. The shal-
low dose estimation is based on the response of element
3. The deep dose estimation is based on the response of
element 2. Element 1, shielded by a copper filter, acts
as a crude energy spectrometer for low energy photons,
taking advantage of the photon attenuation character-
istics of the copper. Similarly, element 4 provides
medium energy photon discrimination.

Next, the methodology for calibrating this system,
which in principle is similar to the calibration used for
LiF:Mg,Ti personnel dosimetry systems(12), is
described. The purpose of the calibration process is to
enable the measurement of one type of radiation field,
usually 137Cs. The dose algorithm then extends this
capability to other radiation types and energies. Let the
sensitivity of the dosemeter be defined to be the TL
intensity per unit dose, and the sensitivity of the reader
to be the amount of charge produced by the photomul-
tiplier tube per unit of light. When the system is not
calibrated, both sensitivities are not known. The first
step is to establish the sensitivity of the reader. This is
done by dividing the dosemeter population into two
groups. One group (1–2% of the population) consists of
calibration dosemeters used only for calibrating the
reader (establishing the reader sensitivity). The second
group consists of the field dosemeters (98–99% of the
population) used for the actual dose measurements. The
reader calibration factor for element position i, RCFi, is
defined as follows:

RCFi 5 kQli/L (1)

wherekQli is the average measured charge for that pos-
ition when a set of calibration dosemeters is exposed to
a known quantity of radiation L. L can be expressed
in any convenient units. The RCF maintains a known
relationship between the ability of the reader to convert
TL photons into charge. The numerical value of the
RCF is mainly dependent on the condition of the reader.
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Factors which could affect the value of the RCF include:
the cleanliness of the optical components, the stability
of the high voltage applied to the photomultiplier tube,
and geometrical effects such as the position of the dose-
meter in the readout chamber. It is desirable therefore
to perform reader calibration on a regular basis. It is
convenient to perform this calibration using a local
source, not necessarily calibrated in terms of absolute
quantity (i.e. dose or exposure) but consistently
delivering the same amount of radiation every time it is
used. In this case, L can be expressed in terms of
irradiation time, for example, the amount of radiation
delivered during a period of one second by a given
source with specific geometry to a dosemeter located at
a set distance from the source. This source is called the
local or reference source.

Since not all TL elements can be manufactured to
have exactly the same sensitivity, individual element
correction coefficients (ECC) are applied. The method
of ECC generation is based on relating the sensitivity
of each TL element of the field dosemeters to the mean
sensitivity of the calibration dosemeters. The element
correction coefficient, ECCij, for element i (i51 . . .4)
in calibration card j is defined as:

ECCij 5 kQli/Qij (2)

where Qi is the measured charge of element i in card j,
and kQli is the average of Qij over j. Similarly, the
element correction coefficient eccij for field cards is
defined as:

eccij 5 kQli/qij (3)

where qij is the measured charge of element i in field
card j. When element correction coefficients are applied
to each individual TL element of any of the field or
calibration dosemeters, its sensitivity is virtually ident-
ical to the mean value of the calibration dosemeters. Let
us define the following terms:
Indicated value: Value of the quantity derived from the
instrument reading following the application of reader
calibration factor (RCF) and element correction coef-
ficient (ECC or ecc). Lij is the indicated value of Chip
i (i51 . . .4) in dosemeter j. For simplicity, in a single
dosemeter, the notation L1, L2, L3 and L4 is used for
the indicated values of elements 1, 2, 3 and 4, respect-
ively. From Equations 1 and 3, it is easily seen that:

Lij 5 eccijqij /RCFi (4)

Response: Quotient of the indicated value divided by
the delivered quantity (exposure in case of photon fields,
or shallow dose for charged particles). aij is the response
of element i (i51 . . .4) in dosemeter j to radiation field
type ‘a’. For simplicity, in a single dosemeter, the
notation a1, a2, a3 and a4 is used for the response of
Chips 1, 2, 3 and 4, respectively.

The last step of the system calibration consists of
establishing the link to a calibrated source (usually
137Cs) located at the calibration laboratory. This is done

by exposing a small group (5–15) of dosemeters and
determining the values of a1, a2, a3 and a4 as the aver-
ages of that group. At this point, each element is cali-
brated to measure the exposure, R, given by:

Rij 5 Lij/ai (5)

or using Equation 4:

Rij 5 (eccijqij)/(RCFiai) (6)

To extend this capability to enable dose measure-
ments from various types of radiation fields and ener-
gies, there is a need for dose algorithms. Effective dose
algorithms for personnel dosimetry require only limited
prior knowledge of the composition of the radiation
field. In those algorithms, the response of the dosemeter
is used to determine the type of radiation field and to
apply the appropriate calibration factor to convert the
indicated value to the value of the measured quantity
(i.e. the dose equivalent). A neural-network dose algor-
ithm was recently developed for a LiF:Mg,Ti based
dosemeter(13), and a similar dose calculation algorithm
is envisioned for this LiF(MCP) multi-element dose-
meter (still under development). The following briefly
describe the basic ideas behind this algorithm.

In short, neural networks(14) are a family of compu-
tational methods inspired by the functionality of living
neurons, that are fundamentally different from conven-
tional computing algorithms. Conventional algorithms
follow exactly a pre-determined pattern of instructions.
This means that for the same input the result of a con-
ventional algorithm will always be the same. A neural
network, on the other hand, has the capability to learn
from its own experience. The neural network is shown
many times what the solutions to a certain problem
should be (for different conditions), and the network
essentially produces its own solution for similar (but not
exactly the same) conditions. The basic component of
a neural network is a node, and the network typically
consists of an input layer of nodes, an output layer and
possibly one or more hidden layers in between. The net-
work can be fully or partially connected, where each
link between the nodes carries a specific weight. The
total input to each node is the sum of all the individual
inputs coming from other nodes, and it responds by
sending an output signal related to the input. This output
is multiplied by a weighting factor and then transmitted
to the nodes in the next layer. The input is propagated
this way through the network and produces a set of
numbers representing the solution at the output layer.
The actual intelligence of the network lies in the value
of the weighting factors. These factors are determined
by training the network using a variety of input/output
data pairs. The weights are being continuously updated
by a learning algorithm until the network learns to
associate between the input and the appropriate output.
The learning algorithm is based on least squares to mini-
mise the network error defined as the difference between
the actual output and the desired output.
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In the application of neural networks to personnel
dosimetry, the inputs of the training pairs are the TL
signals from the various elements, L1, L2, L3 and L4,
and the outputs are the deep, shallow and eye dose. The
input/output training sets are generated by exposing
dosemeters to a variety of mixed photon–beta fields.
The training set consists of a variety of energies as well
as mixture types. Increasing the variability of the type
of exposures in the training set improves the learning
process and usually results in a ‘smarter’ network, lead-
ing to a better and more accurate dose algorithm. During
the training process, the TL signals as measured by the
TLD reader are provided to the input layer, and the
desired outputs (the delivered dose levels) are provided
to the output layer of the network. For a four-element
dosemeter, the amount of information available as input
to the network is very limited. It consists of four indi-
cated values L1, L2, L3 and L4, that form three inde-
pendent ratios. This small amount of input information
limits the capability of the dose algorithm both in terms
of accuracy as well as the variability of dose calculation
problems that it can handle. To overcome this difficulty,
the concept of functional links(15) has been adopted to
create a functional link network (FLN) and apply it to
the development of a TLD dose algorithm. The func-
tional link concept enables the increase of the dimen-
sionality of the input space (the number of nodes in the
input layer). This results in a simple network without
hidden layers. The main difference between typical neu-
ral network architecture and FLN architecture is that in
a typical network the input units transmit the input data
without change. The FLN on the other hand applies a
transformation (one or more functions) to the input data
before distributing them to succeeding layers. The func-
tional link essentially produces multiple data elements
from each single input element, where the input
elements are used as the arguments of one or more func-
tions. The choice of the exact functional form and the
number of functions is difficult and there is no system-
atic method that can be used to make this decision. Dif-
ferent problems require different network architecture
and the preferred approach is the one that actually
works. For a LiF:Mg,Ti based four-element dosemeter,
the functional link method described below was found
to produce excellent results in terms of accuracy and
precision. The input to the network consists of the fol-
lowing element ratios: X1 5 L1/L4; X2 5 L3/L2; X3

5 L3/L1. Each of these ratios is passed through four
functional links. In addition, there is a ‘true’ node which
is always ‘on’ and the weight leading from this node
provides a constant bias term. The functions used in this
network are: fi 5 [log(x)]i, i=1, . . .4. The weights asso-
ciated with the various links are {Wij}, i 51, . . .4 and
j51, . . .3. The calibration value used to calculate the
dose is given by the following function:

a 5 O4
i51

O3
j51

Wijfi(Xj) 1 C (7)

The network can be typically trained with approxi-
mately 200 dosemeters exposed to a variety of radiation
types and compositions. The weighting coefficients are
calculated by minimising the difference between the
desired output and the actual output of the network.
Equation 7 is linear, i.e. it can be expressed as a linear
combination of the logarithmic functions and their pow-
ers. This linearity makes it possible to use a variety of
multiple regression techniques(16).

RECENT TEST RESULTS

This section discusses the results of some recent tests,
designed to determine the usefulness of the system
described above for practical personnel dosimetry.

The manufacturer recommended heating profile for
these cards include a pre-readout low temperature reader
anneal (‘pre-heat’) of 10 s at 165°C, followed by a lin-
ear increase in the temperature at a rate of 15°C.s21 up
to 260°C. The temperature is held constant at this value
(260°C) for an additional 7 s to ensure a complete glow
curve reading. A post-readout reader anneal for 10 s at
260°C completes the read cycle. The effect of the ‘pre-
heat’ cycle is to eliminate the low temperature peaks as
shown in Figure 1(8). Repeatability studies of these TLD
cards by applying this heating profile in a hot gas TLD
reader (the Harshaw Model 8800) show loss of sensi-
tivity of approximately 10% following 1000 uses. This
figure, of 0.01% sensitivity loss per use, is comparable
to the sensitivity loss of LiF:Mg,Ti (TLD-100, 600, 700)

(a)

(b)

Figure 1. (a) Glow curve of LiF:Mg,Cu,P (TLD-700H) using
linear hot gas heating at a heating rate of 15°C.s21 up to a
maximum temperature of 260°C. (b) The low temperature
peaks are eliminated by applying a pre-readout low temperature
reader anneal (‘pre-heat’) of 10 s at 165°C(8). (Different tem-

perature scales are used in (a) and (b).)
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using the same hot gas readout technique(11). In addition
to the sensitivity, the glow curve shape is another
important parameter that needs to be considered when
testing the repeatability of TLD materials. Shift in the
peak position, or increase in the width of the glow
curve, may indicate some change in the property of the
TL material, or inefficient heat transfer due to damaged
encapsulation. Visual inspection of the glow curves pro-
duced during these repeatability studies clearly shows
consistent glow curve shape with no visible changes,
even following more than 1000 read cycles (Figure
2)(10).

The sensitivity of this new material is approximately
25 times higher than the sensitivity of TLD-100, with a
batch homogeneity of 8% (one standard deviation).
Once encapsulated in a TLD card however, the relative
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Figure 2. Glow curves of LiF:Mg,Cu,P (TLD-600H) following
2 and 1003 read cycles using linear hot gas heating(10).
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Figure 3. Glow curves of LiF:Mg,Cu,P (TLD-700H) and LiF:Mg,Ti (TLD-700) following a dose level of 10mSv, including TLD-
700H read using hot air heating, TLD-700H read using hot nitrogen heating, and TLD-700 read using hot nitrogen heating(17).

sensitivity drops to 10. The reason for this sensitivity
decrease is that the heating applied to the chip during
manufacturing (the encapsulation process) increases the
temperature to 280–290°C for short periods of time.
This results in permanent loss of sensitivity of the phos-
phor. The other important dosimetric characteristics of
this new preparation of LiF(MCP) are similar to those
discussed in previous sections.

Further tests were conducted, with some modifi-
cations, at the US Naval Dosimetry Center(17) to deter-
mine compliance with the international standard IEC
1066. Here is a summary of the results with a brief state-
ment for each test criteria:

(1) Batch homogeneity: The maximum difference in
sensitivity between any two dosemeters in a batch
should be less than 30%. The result for this test was
5%, indicating compliance with a large margin.

(2) Repeatability: The coefficient of variation CV
(associated to the relative standard deviation) for
repeated evaluation of a dosemeter or of a group of
dosemeters, should be less than 7.5%. Results of
this test show compliance with the standard, with
CV values in the range of 2–4%.

(3) Linearity: Deviations from linearity should be less
than 10% over the range of 0.5 mSv to 1 Sv. In all
cases, deviation from linearity was shown to be less
than 5%.

(4) Detection threshold: The detection threshold is
approximately twice the standard deviation of the
results of repeated evaluations of an unexposed
dosemeter. The standard requires that the detection
threshold should not exceed 100mSv. Test results
revealed a detection threshold of only 5mSv, again
exceeding the requirement of the standard by a large
margin. This low detection threshold of LiF(MCP)
is further demonstrated in Figure 3(17), which shows
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a 10mSv glow curve of this material. Glow curves
are shown for air and nitrogen heating, and com-
pared to a glow curve of LiF:Mg,Ti read using hot
nitrogen. It is clear that even at this low dose level,
the TL signal of LiF(MCP) is easily distinguished
from the noise even when air is used for heating
(although the background is higher for air).

(5) Self irradiation: The standard requires that the self
irradiation following a storage period of 30 days
should be less than 100mSv. The test shows no
measurable self irradiation, indicating that the self
irradiation is below the detection threshold of
5 mSv.

(6) Residual signal: Following delivered dose of 0.1 Sv,
the detection threshold should not exceed 100mSv
and the response should not change by more than
10% following irradiation at a dose level of 2 mSv.
To be able to pass this test, the dosemeters had to
be reader annealed (subjected to a readout cycle)
eight additional times following the initial read
cycle (see Figure 4(17) that shows the residual signal
in TLD-700H as a function of the number of read
cycles (‘clearings’) following various dose levels).
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Figure 4. Residual signal in LiF:Mg,Cu,P (TLD-700H) as a
function of the number of read cycles (‘clearings’) following
various dose levels including: 0.5, 1, 5, 10, 50, and

100 mSv(17).
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With these additional ‘clearings’, the dosemeters
were able to read 2 mSv to within 2.8%.
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Although not yet widely used for personnel dosim-
etry, these test results clearly demonstrate the potential
of LiF(MCP) to replace LiF:Mg,Ti in large scale per-
sonnel dosimetry programmes.
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